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Description: This add‐in performs the bivariate probit model, in the same spirit as the 

seemingly unrelated regression models, by using a maximum likelihood procedure.  
Estimation output for a two probit equation model is given, along with some summary 
statistics. 
 

Dialog: Upon running the add‐in from the menus, a dialog will appear asking the user to 

specify the bivariate probit model: 
 

                  
 
In the first box, you should specify the dependent variable for the first probit equation, 
followed by a (space delimited) list of regressors. In the second box you should do the 
same equation specification. The final box on the left lets you set the sample for the 
estimation.  
 
The “Covariance matrix in SE(s) calculation” combo lets you choose the type of a 
covariance matrix which is required in SE calculation. In particular, the “Observed 



information matrix” is the inverse of the negative Hessian and the “EViews-supplied” 
matrix is the outer product of gradients. For the gradient calculation, the “Use analytic 
derivatives in ML” checkbox lets you specify whether to use analytic derivatives or 
numeric derivatives. Note that numeric derivatives can be faster, but may not converge 
as well.  
 
The “Optimization starting values” and “Optimization algorithm” combos let you choose 
the starting values and the type of hill-climbing method, respectively, which will be used 
in the maximum likelihood procedure.  
 
Once you hit “OK”, a display of the estimation results will appear. 

 

Examples: 

As an example we will use the Burnett (1997)’s Liberal Arts College Economics Courses 

data from Greene (1998). By running the following command, 

wfopen http://www.stern.nyu.edu/~wgreene/Text/Edition6/Burnett.txt rectype=streamed, 

recfields=11, delim=" ," 

EViews will put the data in its workfile. 
 
Then, specify the bivariate probit model as follows: 
  

                     

 



The results will look like this: 

                

 

 

 



For another example of a bivariate probit model, we use the health care utilization data 
from Greene (2008, p. 822). The dataset is available either on Journal of Applied 
Econometrics Data Archive (http://econ.queensu.ca/jae/2003-v18.4/riphahn-wambach-
million/). 

Once you download the dataset, you can put this data into EViews by running the 
following command: 

wfopen "c:\data storage\rwm.data" names=(id, female, year, age, hsat, handdum, handper, 
hhninc, hhkids, educ, married, haupts, reals, fachhs, abitur, univ, working, bluec, whitec, self, 
beamt, docvis, hospvis, public, addon) 

To make the binary response variable, we run the following commands: 

series hospvis = hospvis>0 
series docvis = docvis>0 
                       

Then, specify the bivariate probit model as follows: 
  

                
                  
 

 

 

 



The results will look like this: 
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Command line: 

biprobit(options) equation1_spec @ equation2_spec 

Options: 

st use a constant vector c for starting values (default is univariate Probit MLEs) 

b use Berndt-Hall-Hall-Hausman (BHHH) algorithm (default is Marquardt). 

d use analytic derivatives 

h use the EViews supplied covariance matrix in standard errors calculation 

 

 

 


